ARE BIBLIOMETRIC CHARACTERISTICS GOOD
PREDICTORS OF APAPER'S CITATION SCORE?

AN APPLICATION OF LEARNING AND VALIDATING CONTINUOUS BNS FOR
HIGHLY SKEWED DISTRIBUTIONS

Tina Nane & Anca Hanea

]
cebra
TUDel ft | Gt et for



Leiden University CWISB.V. Other CWTS sites v About CWTS About Leiden Contact

2]
TUDelft

People Research ~ Education ~ Projects ~ Services

KGRI iy, g
o .

Uriv pen

.&Imm’vnﬁcam* angls P 5
StangglyUnw ) Lo g iU
s Ungy
¥ < U

: AN mww‘;)w" ;
e Hi | Univ
e Tl g
w
S

@ e SinalBch Med

Centre for Science and Technology Studies

o

THE UNIVERSITY OF

MELBOURNE

Collaborative Assessment for
Trustworthy Science
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PROJECT
The repliCATS project aim is to crowdsource
evaluations of the credibility of published Tweets from @replicats
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Predict mean citation score (mcs) of a paper / the average
number of citations since publication
(~ future scientific achievement)

“how often a paper is cited should be
predicted by the quality and reliability
of the science”

“there is no evidence that
citations reflect other key
dimensions of research
quality”

“[...] large enough data sets reveal that
there are parameters independent of
individual papers' quality that can
determine an average citation rate.”




“[...] large enough data sets reveal that

there are parameters independent of
individual papers' quality that can
determine an average citation rate.”

Predict mcs - papers published 2010-2014, with at least one author @ TU Delft.
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Journal

* js --journal citation score = the average citation score of publications in a journal

» refs -- number of references of the paper
« authors -- number of authors of the paper

Authors

* pMax -- max(p of all authors of the paper)
* p - number of publications (in Web of Science) of each author of the paper
* mcsMax -- max (mcs of all authors of the paper)
* mcs -- average citation score of an author, average of all citations of all
publications
* pptopMax -- max(pp_top_10_ prop of all authors of the paper)
 pp_top_10 prop -- percentage of author's publications in top 10% of their field
* ageMax -- max (academic age of all authors of the paper)
« academic age - the difference between the publication year of the paper and
the publication year of the first paper of the author



bnlearn - an R package for Bayesian network learning and inference

« Home Page
5 i bnlearn is an R package for learning the graphical structure of Bayesian networks, estimate their parameters and perform some useful inference. It
« Documentation ) . . ) . ) .
was first released in 2007, it has been under continuous development for more than 10 years (and still going strong). To get started and install the

* Bamples latest development snapshot type

» Research Motes
« Bayesian Network Repository install.packages("https://www.bnlearn.com/releases/bnlearn_ latest.tar.gz", repos = NULL, type = “source")

in your R console. (More detailed installation instructions below.)
« About the Author

bnlearn implements the following constraint-based structure learning algorithms:

Downloads
« PC (the stable version); current release on CRAN:
s Grow-Shrink (GS); 481 [link ]
« |ncremental Association Markov Blanket (IAMB); latest snapshot + bugfixes:
* Fast Incremental Association (Fast-IAMB); 4.9-20221107 [ link ]

« |Interleaved Incremental Association (Inter-lIAMB);

« |ncremental Association with FDR Correction (IAMB-FDR); From the R Studio CRAN Mirror:

it gcatio n e Bl gy
s Max-Min Parents & Children (MMPC);
o » Semi-Interleaved Hiton-PC (SI-HITON-PC);
data & R code s Hybrid Parent

LightTwist Software

Software Development

Uninet
etEngine

Uninet standalone

Uninet is a standalone uncertainty analysis software package. Its main
focus is dependence modelling for high dimensional distributions.
Random variables can be coupled using Bayesian networks, vine-
copula constructions or dependence trees.

Read the Uninet help file describing the software in detail:
UninetHelp.pdf (1.4 MB)

Visit the licensing page for details about the Uninet and UninetEngine
licences and to find out how to acquire the latest versions.




bnlearn - an R package for Bayesian network learning and inference

Journal e @

pptopMax

Max min hill-climbing hybrid algorithm, which combines local learning,
constrained-based and search-and-score techniques



robust (s

The robustness of the BN structure \
* Dbootstrapped the data 200 times @
.l.ptopMax

« BN structures are obtained for each of the bootstrap sample

« strength of each arc is measured by the empirical frequency of that arc
over the set of all BNs obtained from each bootstrap sample



Uninet

".I Correlation Matrices

. l 02
Bayesnet Empirical normal  Empirical  Determinants 0.49
0.15
Empirical normal rank correlation matrix @
pMax mcsMax  pptopMax  ageMax refs authors is mcs
ovex 10 0673|0437 e85 oosss | 04s3| 032 0282
maMac 0673 1l 0655 0573 0.2 045 0402 0.364

pptopMax 0,437 0655 1 028 0181 0402 0325 0363
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Less << Determinant 0.0491433
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Validate Model

This statistical test gives an indication whether the current model is a good
representation of the normal data. It compares the dependence structure of
the model with the dependence structure of the normal data.

SUCCESS: The determinant of the normal rank correlation matrix falls within the
90% central confidence band of the determinant of the model rank correlation
matrix.

Validate

Number of simulations

'J Model Correlation

6.0%

0%
0.05

0.06
0.18

The determinant of the normal rank correlation matrix, 0.049149, fals

between the 0.05 and 0.1 quantiles of this distribution.

(@) Probability Density Mean

() cumulative Distribution Standard Deviation
PercentileS%|  0.048852 50%| n.051884] 95%|  0.055856]

Mumber of Bins
2
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pMax
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Computational Statistics (2021) 36:2009-2031 k=1 0
https://doi.org/10.1007/500180-020-00999-9
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Welcome to CWTS Journal Indicators

CWTS Journal Indicators provides free access to bibliometric indicators on scientific journals. The indicators
have been calculated by Leiden University’s Centre for Science and Technology Studies (CWTS) based on the
Scopus bibliographic database produced by Elsevier. Indicators are available for over 20,000 journals indexed
in the Scopus database.

Methodology

SNIP indicator

A key indicator offered by CWTS Journal Indicators is the SNIP indicator, where SNIP stands for
source normalized impact per paper. This indicator measures the average citation impact of the
publications of a journal. Unlike the well-known journal impact factor, SNIP corrects for
differences in citation practices between scientific fields, thereby allowing for more accurate
between-field comparisons of citation impact. CWTS Journal Indicators also provides stability
intervals that indicate the reliability of the SNIP value of a journal. More information on the
indicators offered by CWTS Journal Indicators is available on the Methodology page.

Most recent update

The most recent update of the indicators offered by CWTS Journal Indicators took place in June
2022.

All variables were discretized into 4 states using Haremink’s Algorithm [1]

[1] Hartemink AJ (2001) Principled computational methods for the validation and discovery of genetic regulatory networks. PhD Dissertation, Massachusetts
Institute of Technology, Cambridge, MA
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