
A comparison bewteen Elvira software and AMIDST toolbox in environmental
data: A case study of flooding risk management

Rosa F. Ropero1 M. Julia Flores2 Rafael Cabañas3 Rafael Rumí1

1Data Analysis Research Group , Mathematics Dpt., University of Almeria, Almeria, Spain
2Computing Systems Dpt., SIMD I3A , University of Castilla-La Mancha, Campus Univ. Albacete, Spain

3 Istituto Dalle Molle di Studi sull’Intelligenza Artificiale (IDSIA) , Lugano, Switzerland

Abstract

Bayesian networks are extensively used in different
research areas, environmental modelling in partic-
ular, because of their advantages. This has encour-
aged the development of several tools and software.
In this paper, a comparison between Elvira soft-
ware and AMIDST toolbox is made using data
from a flood risk modelling example. Even when
Elvira model presents better results, it is computa-
tionally inefficient in large datasets, which makes
necessary to explore new and more powerful tools,
like AMIDST, for environmental modelling tasks.

1 INTRODUCTION

Probabilistic graphical models (PGMs) and in particular
Bayesian networks (BNs) have been extensively applied
from the beginning of this century in different areas [2]. This
has encouraged the development of tools and algorithms
able to perform learning and validation steps in BNs.

BNs are considered as a powerful tool for environmental
modelling [2]. A model of this kind is composed by a qual-
itative or visual part configured as a Direct Acyclic Graph
that allows experts and stakeholders to visualize the model
structure and the (in)dependence relations between the vari-
ables. This advantage has led to the development of a mul-
tiple methodologies based on stakeholders knowledge to
learn model structures [6, 7]. Besides, BNs’ quantitative
part is based on the Probability Theory. When variables are
discrete, results are summarized through conditional probab-
ility tables of each variables according to their parents in the
graph. In contrast, when the variables are continuous, results
are expressed in terms of probability density functions (e.g.,
Gaussian distribution). In this both cases, several metrics
can be obtained, as the most probable value, the probability
of reaching a specific threshold, among others [24].

In this context, many commercial and open source software
tools have been developed by companies or academics for
probabilistic modelling. Some well-known examples are:
Agenarisk [12], BayesiaLab [8], SMILE-GeNIe [11], Hugin
Expert [18], Netica [22] and Elvira [14]. These are basically
modelling tools embedding inference libraries and typically
supporting graphical interfaces (GUI). Besides, other relev-
ant libraries are bnlearn in R [28], AMIDST [20], Crema
[15] or InferPy [5, 9].

The aim of this work is to show a comparison in terms of
applicability of two of the previous software tools, namely
Elvira and AMIDST. This is done considering a case of
study in environmental sciences: the prediction of the flood-
ing risk in a river of southern Spain (Guadalhorce) based
on historical data.

The present paper is organized as follows. Section 2 gives a
brief description of the software tools considered; Section 3
describes the problem, the data available and the models ap-
plied; the results obtained are analysed in Section 4 whereas
Section 5 provides the conclusions and possible lines of
future research.

2 SOFTWARE DESCRIPTION

2.1 ELVIRA

Elvira [14] is a Java open source tool for building and eval-
uating PGMs. It was developed in the early 2000s through
two joint research projects (Elvira, TIC97-1135-C04, and
Elvira II TIC2001-2973-C05) involving several Spanish uni-
versities. Thus, it was conceived with the aim of providing
to academic researchers a common platform for developing
PGMs.

This software allows to define BNs, but also other common
types of PGMs such as influence diagrams, decision trees,
credal networks, hybrid object oriented Bayesian networks
(OOBN) [16], etc. It implements most of the traditional
methods for structure and parameter learning such as K2
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algorithm and BIC metric. Besides, a wide variety of exact
and approximate methods are available: variable elimina-
tion, importance sampling, junction tree propagation, etc.
They are based on Mixture of Truncated Exponential model
(MTE) which allows the variable range to be split into a
several of intervals and approximated each of them by an
exponential function. For more information see [21, 23, 26].

Elvira has been programmed with Java language, so that, it
could be used on any operating system. It provides a Java
API for accessing to its functionality, but it also has an easy-
to-use GUI, which allows model definition and inference to
users without programming skills. Moreover, this interface
also allows to visualize the structure of the model, which
can be important when using PGMs. For this reason, Elvira
has been using during the last decades for applying BNs to
a variety of fields such as medicine [10] and environmental
sciences [1, 13, 24, 25]. The main drawback of Elvira is that
it is a tool that was intended to be used in desktop computers,
and hence it cannot be executed in parallel and distributed
systems.

The source code and documentation is freely available at
the official webpage 1. Additionaly for a detail explanation
of this software see [14].

2.2 AMIDST TOOLBOX

The AMIDST toolbox [20] is an open source Java software
for scalable probabilistic machine learning with special fo-
cus on massive streaming data. It was developed in the
context of a research project funded by the European Com-
mission (FP7-ICT-619209) and including both academic
and industrial partners. As a consequence, this software has
been applied in the development of autonomous cars [30]
and in the finance sector [4].

AMIDST supports the specification of PGMs over continu-
ous and discrete domains with latent (or unobserved) vari-
ables. The key point of this toolbox is that it implements,
among others, approximate Bayesian inference algorithms
based on variational methods [3, 31]. This allows an efficient
learning of the models which is suitable in cases where the
whole data cannot be stored in memory or simply because
it is not available (streaming data). In general, AMIDST
can be used for classification, clustering, regression, density
estimation tasks and inference, even in dynamic BNs.

The implemented algorithms for learning and making infer-
ence in PGMs can be executed in a parallel and distributed
manner: AMIDST uses by default the Java 8 functional pro-
gramming style and map-reduce operations for exploiting
multi-core CPUs [19] . Additionally, AMIDST can run in
a distributed computer cluster thanks to its integration with

1http://leo.ugr.es/~elvira

Flink2 and Spark3.

This toolbox is distributed using Maven, what simplifies
the installation making the interaction with external soft-
ware transparent. The source code is hosted on GitHub4

and the documentation is available at the official website 5.
Moreover, at this website it is possible to find a comparison
between AMIDST and other related software for learning
and making inference in PGMs. Table 1 summarizes such
comparison with respect to the Elvira software.

Table 1: Comparison between AMIDST and Elvira. Source:
http://www.amidsttoolbox.com/documentation/

AMIDST Elvira
PGMs Yes Yes

Stationary data Yes Yes
Streaming data Yes No

Distributed processing in a cluster Yes No
Bayesian learning Yes No

Learning with latent variables Yes No
Conjugate exponential family Yes No

Open source Yes Yes

3 METHODS

3.1 STUDY AREA

Guadalhorce catchment is located in Málaga province, An-
dalusia, in the South of Spain (Figure 1). Historically, this
area is well-known for its agricultural activity and a notable
population. It is limited in the North by Sierra de Archidona
mountainous range, in the East by the Gibalto, San Jorge,
Jobo and Camarolos mountainous ranges, by Sierra de las
Nieves mountainous range in the West, and Mediterranean
sea in the South.

The irregular flow regime of Guadalhorce river, character-
ized by severe droughts and flash floods, has encouraged
dam constructions in its middle course. So that, from the
beginning of the 20th century, several hydrological infra-
structures have been constructed in order to supply water,
regulate water flow, provide electricity to the cities, and
reduce damages provoked by flood and drought.

Climate in this area is Mediterranean. In terms of rainfall val-
ues, autumn and spring seasons are characterized by strong
storms which can provoke serious damage in infrastruc-
tures, and also, humans well-being, mostly on the upper and
middle part due to the steep relief.

2https://flink.apache.org
3https://spark.apache.org
4https://github.com/amidst/toolbox
5http://www.amidsttoolbox.com
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Figure 1: Guadalhorce catchment, its location, relief, and
hydrographic systems. Dams are marked in red.

3.2 DATA COLLECTION

Data were collected per hour from October 2013 to Septem-
ber 2020 (both included) from the Hydrological Informa-
tion Systems 6 (Sistema Andaluz de Información Hidroló-
gica, SAIH). They were obtained from three different types,
namely dams, meteorological and hydrological stations.
Table 2 shows a summary of variables collected in each
type of station used.

Table 2: Stations and variables collected in Guadalhorce
catchment.

Station Type Variables collected
A130
A129
A128
A127 Hydrological Level, Rainfall
A104
A38
D34

D126
P105
A46 Meteorological Rainfall
P40
D33
D32
E31 Dam Level
E30

Final dataset contains a total of 49025 observations over
15 variables. We have followed the division into hydrolo-
gical years (from October to September), and divided into
learning dataset, from October 2013 to September 2019, and
validation dataset, from October 2019 to September 2020.

6http://www.redhidrosurmedioambiente.es/
saih/presentacion

3.3 MODELS LEARNING AND VALIDATION

Herein, both models made by experts and learnt with Elvira
software and AMIDST toolbox are deeply explained. Code
and dataset are available in a GitHub repository 7.

3.3.1 Elvira model

The idea is to model, as accurately as possible, the river
level at different points. So that, the risk of flooding can be
estimated. Due to the complexity of the area, mode struc-
ture is based on a hybrid object-oriented Bayesian network
(OOBN) [16]. A detailed information about model devel-
opment can be found at [13]. Figure 2 shows the structure.
This structure allows the catchment to be divided into five
different units and models each of them independently what
transforms a complex problem into a simple and easily in-
terpretable model.

Next step consists on parameter estimation. It was done
using the learning dataset (from October 2013 to September
2019) and an iterative least squares exponential regression
methods [27].

Once the model is developed, a scenario is performed us-
ing dataset from October 2019 to September 2020. So that,
information about rainfall is included as evidences and the
river level values are achieved. Inference is based on Shenoy
and Shafer algorithm [29]. Since results from MTE is ex-
pressed as a density function, we obtained the mean value
from this probability distribution.

3.3.2 AMIDST model

The same problem can be modelled using the functionality
available in AMIDST: in this case, we consider a Condi-
tional Linear Gaussian (CLG) Bayesian network [17] defin-
ing the same structure than the OOBN depicted at Figure 2.
All the variables are continuous and hence the parameters
in model are Gaussian distributions whose means are linear
combinations of the parents.

For learning the parameters, Streaming Variational Bayes
(SVB) [3] algorithm with the same data was considered.
This method allows to learn incrementally the parameters of
a Bayesian network from a stream of data. Thus, the original
dataset was divided into batches of 100 instances.

The validation of the model, the same testing data than
in Elvira was used and the inference was made with the
Variational Message Passing (VMP) algorithm [31].

7A link a Github will be provided.
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Figure 2: Model structure. Figure obtained from [13].
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Figure 3: Example of MTE model’s results. Figure obtained
from [23].

4 RESULTS AND DISCUSSION

Using the same dataset for both parameter learning and in-
ference process, Elvira and AMIDST models are compared.

Firstly, we should mark the different ways both tools achieve
model parameter learning. Elvira software is based on MTE
models, which means the variable range is divided in a set
of intervals, each of them are approximated by a exponential
function. An example can be seen in Figure 3, where data
from a priori situation and under two different scenarios are
compared. By contrast, AMIDST toolbox try to approximate
data to the distribution that best fits them. In this case, all
variables are approximated to a normal distribution.

In terms of computational cost, AMDIST is highly efficient
in comparison with Elvira. For the same dataset, model

was learnt by AMDIST in less than a minute, whilst model
from Elvira took close to 40 hours 8 There are different
reasons for this significant difference. First, the algorithm
used was SVB, which is an efficient approximate method
and its implementation in AMIDST is able to exploit the
multi-core parallelism in the computer. Secondly, as this
algorithm allows incremental learning, the dataset can be
divided into batches. However, in Elvira the dataset must
be completely loaded in memory, which makes the process
more inefficient.

Figures 4 and 5 show the results of the inference process,
comparing real data with those predicted by the models. Be-
sides, Table 3 shows the root mean square error for each vari-
able with models learnt with Elvira software and AMIDST
toolbox. In general, error rates are higher in the AMIDST
model for all variables. It could be explained by the fact
that normal distribution are used in all variables. Very often
environmental data does not follow a normal distribution,
so, approximating to it can implies these higher errors. By
contrast, MTE divides the range of the variable and is able
to better fit to the data distribution. These differences imply
that Elvira model is able to predict the moment a rainfall
event takes place (Figures 5), which is not always the case
of AMIDST (Figures 4).

Table 3: Root mean square error for each variable.

Variable Elvira AMIDST
D34 0.035 177.8
A38 0.027 12.8

A104 0.017 0.15
A127 0.097 0.39
A128 0.082 0.13
A129 0.0025 0.091
A130 0.039 0.29

Other point to consider is the applicability. Elvira software
has been successfully applied into environmental studies,
which means there is literature about how to use it. However,
AMIDST is a really new tool that is still under development
and just some applications have been published [4, 30], none
of them in environmental studies. This makes that environ-
mental data characteristics have not been totally considered
yet. For example, the fact that environmental data hardly
ever follows a normal distribution makes results obtained
present higher errors.

In terms of interpretability, BNs have been extensively used
in environmental modelling with the inclusion of expert
knowledge. Thus, interpretability of the results are a key
point. In this sense, Elvira software includes an interface

8A desktop computer with processor Intel Core i7 (2.8 GHz)
and 8 GB of memory was used.
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Figure 4: Real (red lines) and predicted (black lines) using
AMIDST toolbox model.
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Figure 5: Real (red lines) and predicted (black lines) using
Elvira software.



easy to use which allows the model learnt to be visualized.
In contrast, AMIDST requires to have license for using
HUGIN software to visualize the network made.

One advantage of both tools is the fact that they are pub-
lished in open code, so it is possible to adapt the algorithms
and methods to our own necessities. However, at the same
time, it can be considered as a disadvantage since research
groups need to include expert in machine learning and data
mining able to deal with this programming language.

5 CONCLUSIONS

Bayesian networks are a versatile tool that have been ap-
plied in environmental modelling for the last decades. Their
qualitative part allows experts to be included into the mod-
elling process which means an advantage in the knowledge
engineering area. Besides, its quantitative part has demon-
strated to provide robust results in several environmental
problems.

This has encouraged the development of different software
and tools. In this paper, the aim was to compare between
two open source tools, Elvira and AMIDST. As an example,
data from flooding risk modelling were used.

In general, both models present a set of advantages. Elvira
has been previously applied into environmental domains,
so literature is easy to find. Besides, its easy-to-use inter-
face helps expert to visualize the model learnt. Another
advantage is the use of MTE models which split the range
of variables into a set of intervals and approximate them
with exponential functions, which best fit with the original
data. In contrast, AMIDST is highly efficient in comparison,
and perform model learning faster than Elvira.

In this paper the objective was not to decide which software
is better or worst, just to compare them in terms of environ-
mental modelling. Even when Elvira seems to present better
results and more advantage a priori, is really computation-
ally inefficient with large datasets. Thus, new and more
powerful tools, like AMIDST, need to be deeply explored
in environmental modelling tasks.

During the development of this work, some future aspects
have been identified: i) modelling this problem with a dy-
namic or temporal component and compare, again, both
tools, ii) compare their computational costs when dataset is
larger, iii) include in AMDIST a set of latent variables with
the aim of select the type of distribution that better fit with
the data.
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