BARD: A structured method and application for collaboratively building
Bayesian networks to support human reasoning and decisions
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In many complex real-world situations, problem solving and
decision making require effective reasoning about causation
and uncertainty. However, human reasoning in these cases is
notoriously prone to confusion and error [Kahneman et al.,
1982]]. One way to support better reasoning is to employ
Bayesian networks (BNs) [[Pearl, |1988]] to model and rep-
resent uncertain situations clearly for the user, and make
complex calculations quickly and accurately on demand.
BN have been deployed for this purpose in diverse domains
such as medicine, education, engineering, surveillance, the
law, weather forecasting, and the environment.

We present our new methodology and application, Bayesian
ARgumentation via Delphi (BARD), which combines BNs
with a Delphi social process: a systematic method for com-
bining multiple perspectives in a democratic, reasoned, iter-
ative manner [Linstone and Turoff} |1975]]. The initial mo-
tivation for BARD was to extend the use of BNs to a new
domain: intelligence analysis. Development began as part of
the Crowdsourcing Evidence, Argumentation, Thinking and
Evaluation (CREATE) program funded by the Intelligence
Advanced Research Projects Activity IARPA). CREATE
sought to develop, and experimentally test, systems that
use crowdsourcing and structured analytic techniques to
improve analytic reasoning, and help users to communicate
it, without requiring prior expertise or expert assistance.

For domain experts to construct their own BNs, current
software has major deficiencies: (A) it usually requires sub-
stantial upfront training, not included in the software, (B) it
does not provide much guidance on the model building pro-
cess, or (C) on using the resulting model for reasoning and
reporting, and (D) it does not provide any support for col-
laboratively building BNs. BARD addresses each of these
deficiencies by integrating the following key novel features:

(A) Short, high-quality e-courses, tips and help on de-
mand. BARD provides compressed, high-quality, training
to allow novices to start using the system as soon as possible,
and then receive further help as needed. All key elements
of the BARD approach are condensed into 4 hr of short,

interactive, modular e-courses. These are augmented by em-
bedded help components that include training problems with
ideal solutions, optional product tours, context-specific tips,
and guidance on what to do next.

(B) A stepwise, iterative and incremental BN construc-
tion process. BARD breaks down a given task into six
steps that are performed by the analysts: (1) pre-modeling
exploration of the problem to be solved, (2—4) building
the components of the BN, (5) exploring the BN’s reason-
ing on specific scenarios (Figure[I)), and (6) report writing
with BARD’s support. However, progress needn’t be lin-
ear: BARD encourages analysts to incrementally and itera-
tively build their individual BNs, and seek regular feedback
through communication with other group members and the
facilitator.

(C) Analytical report templates and an automated ex-
planation tool. BARD guides verbal reporting with an
analytical template, designed to elicit relevant points in a
logical and thorough way that is consistent with general
good reasoning guidelines [e.g., (Clapper, 2015]. BARD
also auto-generates from the BN model many key points, in
English, organized according to the same template—such
as the diagnosticity of evidence and critical uncertainties—
which users can easily incorporate into their reports.

(D) A multi-user web-based software platform and Del-
phi-style social processes. Analysts in small groups, op-
tionally assisted by a facilitator, are guided through a struc-
tured Delphi-style elicitation protocol to consider and repre-
sent their problem-relevant knowledge in a causal BN aug-
mented by descriptive annotations. BARD provides tools
to assist with the elicitation of BN structure and parame-
ters, with review and consensus building in the group, and
with evaluation of the results. Delphi protocols are designed
to avoid common pitfalls of group deliberation, e.g., over-
weighting the first opinion expressed. Analysts are required
to first develop an answer on their own, in a private phase,
then BARD shows other group members’ contributions after
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TIP: Create scenarios to run the network with different inputs.

Base Scenario For Scenario 6: Sam before sample B
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~
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[ DETAILED EXPLANATION

Summary Explanation

For target state Drug Cheat = True: In the absence of evidence, the probability that Drug Cheat = True

is 2.30% (almost no chance). Adding the evidence Event = Swimmer, Sample A Result = Positive and

False Testing performed = True increases the probability of Drug Cheat = True to 32.40% (unlikely). For

l§ target state Sample B Result = Positive: In the absence of evidence, the probability that Sample B
Uncertainty  Result = Positive is 2.10% (almost no chance). Adding the evidence Event = Swimmer, Sample A Result

True

Figure 1: BARD screenshot for a training problem at Step 5: Explore Network. Evidence can be added into scenarios in the
left panel, and updated probabilities for the chosen output variables are shown in the right panel. The network structure is
shown in the center panel with the the evidence variables highlighted in blue, and below this is a summary verbal explanation.

the analyst has published his or her initial attempt. This ap-
proach maximizes the diversity of answers from which the
group starts its work, then encourages analysts to improve
their own answers, often by incorporating good features
proposed by others and converging on a consensus. Other
major features of Delphi utilized by BARD are anonymity
and moderated discussion, both of which should help groups
avoid being unduly influenced by high status or opinionated
individuals rather than the knowledgeable.

Three initial experiments demonstrate that BARD aids both
individuals and groups in reasoning and reporting. Our cog-
nitive psychologists developed suitable probabilistic reason-
ing problems that can be solved with simple BNs but incor-
porate known reasoning difficulties. [Anonymized, 2020],
with 59 participants, showed that BARD improves the rea-
soning of individuals here with a large effect size (Glass” A
0.8). [Anonymized, 2020], with 256 participants, showed
that teams of 6-9 using BARD outperformed control indi-
viduals assisted by both generic training in good reasoning
and the best available pen-and-paper tools [Gigerenzer and
Hoffrage, [1995]], with very large to huge effects (Glass’
A 1.4-2.2), greatly exceededing CREATE’s initial target.
BARD users were also surveyed using Brooke’s System
Usability Scale, which showed overall positive user satis-
faction. The increase in effect sizes from groups suggests
BARD’s BN-building and collaboration combine benefi-
cially and cumulatively, and [Anonymized, 2020], with 75
participants, confirmed that even a minimal Delphi-style
interaction improves the BN structures produced.

In future work, we plan to enhance BARD incrementally,
both with industry-standard BN features and with novelties
designed to support reasoning, e.g., BN “idioms” for legal ar-
guments [Lagnado et al.l 2013]]. Further research comparing

variations in social protocols, which can be readily config-
ured in BARD, is needed to measure and optimize their
impact. We are currently completing an experiment compar-
ing BARD to standard BN software for teaching BN mod-
eling to undergraduate IT students, and have commenced
a spin-off XAl project to improve and test our automated
explanations, by making individual elements available on
demand and combining verbal with visual aids.
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